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1 Introduction 

Since the seminal work of Zadeh [13], the fuzzy set theory characterized by a membership 
function between 0 and 1 serves as a useful tool to treat imprecision and uncertainty. In 1986, 
Atanassov [2] introduced the notion of intuitionistic fuzzy sets (IFS) as an extension of fuzzy 
set, in which not only the degree of membership is given, but also the degree of 
non-membership degree. Since then, the IFS theory has achieved great success in various areas 
such as approximate reasoning [7], pattern recognition [11], decision-making [12], medical 
diagnosis [8], etc. 

Another primary extensions of the conventional fuzzy set theory is interval-valued fuzzy 
set (IVFS) conceived also by Zadeh [14]. It has been proved by Deschrijver and Kerre [9] that 
IVFS theory is equivalent to IFS theory. The concept of vague set presented by Gau [10] is 
another extension of ordinary fuzzy set. But Bustince and Burillo [6] showed that vague sets 
are intuitionistic fuzzy sets. 

With the development of IFS theory, a number of operations (denoted by , , , ,−I U a ) 
and relations (such as ,⊆ = ) over intuitionistic fuzzy sets have been proposed as well. Antonov 
[1] defined the mathematical symmetrical difference operation ÷  over IFSs through three 
basic operations (union, intersection, negation), and some interesting properties are studied. 

This paper is organized as follows: In Section 2, we recall basic concepts of intuitionistic 
fuzzy sets and operations over intuitionistic fuzzy sets. In Section 3, a new definition of 
symmetrical difference over intuitionistic fuzzy sets is introduced, while its basic properties are 
given in Section 4. 
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2 Preliminaries 

In this section, we briefly recall some basic definitions relating to IFSs and operations and 
relations over IFSs. 
 
Definition 1. [2–5] Let a (crisp) set E be fixed and let A E⊆  be a fixed set. An Atanassov’s 
intuitionistic fuzzy set (IFS, for short) A∗  in E is an object of the following form 

{ }, ( ), ( )A AA x x x x Eμ υ∗ = ∈ , 

where functions ( ) : [0,1]A x Eμ →  and ( ) : [0,1]A x Eυ →  define the degree of membership 
and the degree of non-membership of the element x E∈  to the set A, respectively, and for 
every x E∈  

0 ( ) ( ) 1A Ax xμ υ≤ + ≤ . 

The function ( ) : [0,1]A x Eπ → , which is given by 

( ) 1 ( ) ( )A A Ax x xπ μ υ= − −  

defines the degree of uncertainty (non-determinacy) of the membership of the element x E∈  
to the set A. 

For simplicity, below we write A instead of A∗ . 
Let, for every IFS A, 

{ }, ( ), ( )A AA x x x x Eυ μ= ∈ , 

{ } { }, ( ) , ( ),1 ( )A A AA x x x E x x x x Eμ μ μ= ∈ = − ∈□ , 

{ } { },1 ( ) ,1 ( ), ( )A A AA x x x E x x x x Eυ υ υ= − ∈ = − ∈◇ . 

The negation of A denoted A  just interchanges the membership and non-membership 
components. The other two operations A□  and A◇ , which transform each IFS to FS, are 
similar to operations ‘necessity’ and ‘possibility’ defined in model logic. 

Let A and B be two IFSs given as 

{ }, ( ), ( )A AA x x x x Eμ υ= ∈  
and 

{ }, ( ), ( )B BB x x x x Eμ υ= ∈ , 

the following operations and relations can be defined: 

{ }, min{ ( ), ( )}, max{ ( ), ( )A B A BA B x x x x x x Eμ μ υ υ= ∈I ; 

{ }, max{ ( ), ( )}, min{ ( ), ( )A B A BA B x x x x x x Eμ μ υ υ= ∈U ; 

 iff ( ) ( ( ) ( ) & ( ) ( ))A B A BA B x E x x x xμ μ υ υ⊆ ∀ ∈ ≤ ≥ ; 

 iff ( ) ( ( ) ( ) & ( ) ( ))A B A BA B x E x x x xμ μ υ υ= ∀ ∈ = = . 

We certainly have, by the notations above,  iff  iff A B A B A A B B⊆ = =I U . 
Difference and implication over ordinary sets are defined through union, intersection and 

negation over ordinary sets. Likewise, the corresponding operations over IFS can be defined as 
follows: 
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{ }, min{ ( ), ( )}, max{ ( ), ( )A B A BA B A B x x x x x x Eμ υ υ μ− = = ∈I , 

{ }, max{ ( ), ( )}, min{ ( ), ( )A B A BA B A B x x x x x x Eυ μ μ υ= = ∈a U . 

Let us define the empty IFS, the totally uncertain IFS, and the unit IFS [4] respectively by: 

{ },0,1O x x E∗ = ∈ , 

{ },1,0E x x E∗ = ∈ , 

{ },0,0U x x E∗ = ∈ . 

Definition 2. [3] A set of ( , )α β -cut, generated by an IFS A , where , [0,1]α β ∈  are fixed 
numbers such that 1α β+ ≤  is defined as 

{ }, , ( ), ( ) & ( ) & ( )A A A AA x x x x E x xα β μ υ μ α υ β= ∈ ≥ ≤ . 

3 Another definition of symmetrical difference 
over intuitionistic fuzzy sets 

In this section, a new way different from Antonov’s is presented to define the symmetrical 
difference operation over intuitionistic fuzzy sets. 

In classical sets theory, symmetrical difference could be expressed at least two ways as 
follows: ( ) ( )A B A B B A= − −U△  and ( ) ( )A B A B A B= −U I△ . 

By employing the first equation, Antonov introduced the symmetrical difference operation, 
denoted by ÷ , in the following form: 

{ } { }{ },max min{ ( ), ( )},min{ ( ), ( )} ,min max{ ( ), ( )},max{ ( ), ( )}A B A B A B A BA B x x x x x x x x x x Eμ υ υ μ υ μ μ υ÷ = ∈  

for two IFSs A and B. 
Similarly, by using the second equality, another way to define symmetrical difference 

operation can be shown as: 
{ } { }{ },min max{ ( ), ( )}, max{ ( ), ( )} ,max min{ ( ), ( )},min{ ( ), ( )}A B A B A B A BA B x x x x x x x x x x Eμ μ υ υ μ μ υ υ= ∈△  

for two IFSs A and B. 
Note that A B△  is an IFS, in fact, it suffice to verify that the sum of the membership and 

non-membership of A B△  is not greater than 1. 
{ } { }
{ } { }
{ }

  min max{ ( ), ( )},max{ ( ), ( )} max min{ ( ), ( )},min{ ( ), ( )}

min max{ ( ), ( )},max{ ( ), ( )} max min{1 ( ),1 ( )},min{1 ( ),1 ( )}

min max{ ( ), ( )},max{ ( ), ( )} 1 min

A B A B A B A B

A B A B A B A B

A B A B

x x x x x x x x

x x x x x x x x

x x x x

μ μ υ υ μ μ υ υ

μ μ υ υ υ υ μ μ

μ μ υ υ

+

≤ + − − − −

= + − { }( )max{ ( ), ( )},max{ ( ), ( )}

1.
A B A Bx x x xυ υ μ μ

=
 From the fact that { } {min max{ ( ), ( )},max{ ( ), ( )} max min{ ( ), ( )},A B A B A Bx x x x x xμ μ υ υ μ μ≥  

}min{ ( ), ( ) ,A Bx xυ υ we have ( ) ( )A B A Bx xμ υ≥△ △  for all x E∈ . Consequently, we conclude 

that A B△  is an intuitionistic fuzzy tautological set [5]. 
The following equation reveals the inclusion relationship between A B÷  and A B△ : 

A B A B÷ ⊆ △ . 
In fact, we have 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) .

A B A B A B A B A B A A A B B A B B

A B B A A B

= − = =

⊇ = ÷

U I U I U I U I U I U I

I U I

△
 

Specially, if both A and B degenerate into fuzzy sets, then the membership function of 
A B△  is: 

{ }( ) min max{ ( ), ( )},1 min{ ( ), ( )}A B A B A Bx x x x xμ μ μ μ μ= −△ . 

For special IFSs * *, ,E O U∗ , we have: for each IFS A, 
A E A∗ =△ ; 

*A O A=△ ; 
{ }* *( ) , min{ ( ), ( )},0A AA U A A O x x x x Eμ υ= = ∈I U△ □ . 

4 Properties of symmetrical difference over IFS 

In this section, some basic properties of symmetrical difference operation are established. Let 
( )IFS E  denote the family of all IFSs in the universe E. 
 By the definition in Section 3, immediately, we have the following theorem. 
 

Theorem 1. For , ( )A B IFS E∀ ∈ , the following properties are valid: 
(1) A B B A=△ △ , 
(2) A A A A= I△ . 
 
Lemma 1. [4, 5] For , ( )A B IFS E∀ ∈ , the following assertions are valid: 

(1) A A= , 
(2) A B A B=I U , 
(3) A B A B=U I . 
 
Theorem 2. For , ( )A B IFS E∀ ∈ , we have 

(1) A A A A= U△ , 

(2) A B A B=△ △ , 
(3) ( ) ( )A B A B A B= I U I△ , 

(4) A B A B A B= a I a△ . 

Proof: (1) ( ) ( ) ( ) ( ) ( ) ( )A A A A A A A A A A A A A A A A= − = = =U I U I I U I U U△ . 

(2) ( ) ( ) ( ) ( ) ( ) ( )A B A B A B A B A B A B A B A B= − = = − =U I I I I U I△ △ . 

(3) ( ) ( ) ( ) ( ) ( ) ( )A B A B A B A B A B A B A B= = =I U I I U U U I I △ . 

(4) ( ) ( ) ( ) ( ) ( ) ( )A B A B A B A B A B A B A B A B A B= = = − =a I a U I U U I I U I △ . 
 
Theorem 3. For , ( )A B IFS E∀ ∈ , the following holds: 

( )A B A B⊆□ △ □ △□ , 
( )A B A B⊇◇ △ ◇ △◇ . 
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Proof: { }{ }( ) ,min max{ ( ), ( )},max{ ( ), ( )}A B A BA B x x x x x x Eμ μ υ υ= ∈□ △ . 

{ } { }
{ }{ }
{ }{ }
{ }{ }

, ( ) , ( )

,min max{ ( ), ( )},1 min{ ( ), ( )}

,min max{ ( ), ( )},max{1 ( ),1 ( )}

,min max{ ( ), ( )},max{ ( ), ( )} .

A B

A B A B

A B A B

A B A B

A B x x x E x x x E

x x x x x x E

x x x x x x E

x x x x x x E

μ μ

μ μ μ μ

μ μ μ μ

μ μ υ υ

= ∈ ∈

= − ∈

= − − ∈

≥ ∈

□ △□ △

 

The proof of the next assertion is analogous. 
 
Definition 3. A set of strong- ( , )α β -cut, generated by an IFS A , where , [0,1]α β ∈  are fixed 
numbers such that 1α β+ ≤  is defined as 

{ },
, ( ), ( ) & min{ ( ), ( )} & max{ ( ), ( )}A A A A A AA x x x x E x x x x

α β
μ υ μ υ α μ υ β= ∈ ≥ ≤ . 

 
Apparently, we have 

0,1
A A=  and ,,

A Aα βα β
⊆ . 

Here we shall introduce two new notations, related to above mentioned one ( [0,1]α ∈  is a 
fixed number): 

{ }, ( ), ( ) & min{ ( ), ( )}A A A AA x x x x E x x
α

μ υ μ υ α= ∈ ≥ , 

{ }, ( ), ( ) & max{ ( ), ( )}A A A AA x x x x E x xα μ υ μ υ α= ∈ ≤ . 

For every IFS A and for every , [0,1]α β ∈ : 

,
A A Aβ
α β α

= I . 

Let 

{ }1 ,
& , , [0,1]E A A E

α β
α β α β= ⊆ + ∈  

{ }2 & [0,1]E A A E
α

α= ⊆ ∈ , 

{ }3 & [0,1]E A A Eα α= ⊆ ∈ . 

If , iB C E∈ , then iB C E∈I , for 1, 2,3i = . 

 
Theorem 4. For , ( )A B IFS E∀ ∈ , we have: 

, , ,
( )A B A Bα β α β α β

⊇△ △ . 

Proof:  

{ }

min{ ( ), ( )} ,max{ ( ), ( )} ,min{ ( ), ( )} ,max{ ( ), ( )}
max{ ( ), ( )} ,max{ ( ), ( )} ,min{ ( ), ( )} ,min{ ( ), ( )}
min max{ ( ), ( )},max{ ( ), ( )} ,max min{

A A A A B B B B

A B A B A B A B

A B A B A

x x x x x x x x
x x x x x x x x

x x x x

μ υ α μ υ β μ υ α μ υ β
μ μ α υ υ α μ μ β υ υ β

μ μ υ υ α μ

≥ ≤ ≥ ≤
⇒ ≥ ≥ ≤ ≤

⇔ ≥ { }( ), ( )},min{ ( ), ( )} .B A Bx x x xμ υ υ β≤
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