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1 Big Data and OWA 

Research in Semantic Web, Data Streams, Big Data assume that the Semantic Web assumes an 

Open World known commonly as the Open World Assumption (OWA). What is the distinction 

between the Open World Assumption and the Closed World Assumption? 

The Closed World Assumption (CWA) is the assumption that what is not known to be true 

must be false. The Open World Assumption (OWA) is the opposite. In other words, it is the 

assumption that what is not known to be true is simply unknown. Consider the following 

statement: “Christo is a footballer.” Now, what if we were to ask “If Christo is a manager?” 

Under a CWA, the answer is “no”. Under the OWA, it is “I don’t know”. 

1.1 CWA and OWA in databases and ontologies 

The CWA applies when a system has complete information. This is the case for many database 

applications. For example, consider a database application for airline reservations. If you are 

looking for a direct flight between Sofia and Tripoli, and it does not exist in the database, then the 

result is “There is no direct flight between Sofia and Tripoli.” For this type of application, this is 

the expected and correct answer. 

On the other hand, OWA applies when a system has incomplete information. This is the 

case when we want to represent knowledge (ontologies) and want to discover new information. 

For example, consider a patient’s clinical history. If the patient’s clinical history does not contain 

a particular allergy, it would be incorrect to state that the patient is not likely to suffer from that 

allergy. It is unknown if the patient is exposed to that allergy, unless more information is given to 

disprove the assumption. How to decide what is accurate? Rules that define what is syntactically 

correct, e.g.,  

 regular expressions; 

 constraints to define what values are semantically acceptable; 

 validity interval with reference to valid time. 

1.2 OWA and Semantic web 

CWA is not only about returning “no” and OWA is not only about returning “I don’t know.” 

Consider the following example: 

Note that in the CWA case, we assumed that footballer and manager are different professions. 

With OWA, this is not assumed. This is what is called Unique Named Assumption (UNA). CWA 

systems have UNA. OWA systems do not have UNA. However, one could manually add the 

UNA. In our example, if we add the following statement: “Footballer is different from 

Manager,” the OWA would now generate an inconsistency. The OWA logic is the following: “If 

a person can only have a single occupation, and if Christo is a Footballer and Manager, then 

Footballer and Manager must be the same thing; but hold on, Footballer and Manager are 

different, so they can’t be the same! Something is wrong.” 

Recall that OWA is applied in a system that has incomplete information. Guess what the 

Web is? The Web is a system with incomplete information. Absence of information on the web 
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means that the information has not been made explicit. That is why the Semantic Web uses 

the OWA. The essence of the Semantic Web is the possibility to infer new information. 

2 Machine learning on Big Data 

In machine learning techniques, supervised machine learning involves isolated classification or 

regression task, which learns a function (model) 

 f : X → Y from a training dataset D = {(xi, yi)}, i = 1, …, N. (1) 

In the classification task, all the classes y that the model will encounter during deployment 

must have been seen in training, i.e., y ∈ Y, then the model f can be deployed to predict future 

encountered inputs.  

However, the current building of machine learning models is largely based on the closed-

world assumption where the important factors of learning are limited to what has been observed 

during training. This assumption is correct in restricted domains where, possible classes are well-

defined and unlikely to change over time. For example, in image recognition task, the closed-

world assumption holds because the set of digits (0 – 9) is fixed and known in advance. Besides, 

this assumption also makes the data preprocessing easier and straightforward.  

For example, in a sensor driven system, a sensor may encounter novel objects that have 

been never learned before; the closed-world assumption can be problematic in such situations. 

In this paradigm, a machine learning model must be able to identify and separate unknown inputs 

that deviate from training classes to keep safe, and then discover new classes from unknown 

instances with incremental learning and accumulate knowledge without re-training the whole 

model from scratch. 

In the canonical closed world setting, the test dataset shares categories with training data 

with no additional classes, i.e., Ytest = Ytrain.  

By contrast, in the open-world, samples from new classes emerge, i.e., Ytrain  Ytest, we 

further express it as Ytrain ⊂ Ytest. 

Unknown treatment is the first step towards open-world machine learning, which is also a 

fundamental ability of the classifier in the open-world. Considering that a training set comprises 

of K classes, i.e., 

  Dtrain = Din =    in1
, ,

N
i i i

y X Y

 x  where Yin = {1, 2, …, K}. (2) 

Once trained on Din, models are supposed to move unknown samples from classes outside 

of Yin, rather than classifying it irresponsibly into one of K categories. The idea behind unknown 

treatment is that when encountering unfamiliar knowledge, it is essential to acknowledge the 

limitations rather than pretend false understanding and give random answers. 

Many efforts have been made to enhance the unknown treatment ability of machine learning 

systems. There are multiple research areas related to unknown rejection, such as anomaly 

detection [5, 12] out-of-distribution (OOD) detection [9, 13], and open-set recognition [8]. 
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Figure 1. Life cycle of a pattern recognition system in data streaming under OWA 

2.1 Novel class detection under OWA 

Novel class detection [4, 14] is the next step in open-world machine learning, which aims to 

automatically discover original categories from unlabeled data based on the model’s prior 

knowledge. Novel class detection is an extension of unknown treatment, requiring models to 

not only reject unknown samples, but also further extrapolate to classify the rejected 

samples.  

Given a sample training dataset Dtrain = Dℓ ∪ Du with two subsets, where 

   
1

,
N

i i i
D y X Y


  x  (2) 

is the labelled dataset, and 

    
1

, uN
u i i ui

D y X Y


  x  (3) 

is the unlabelled data. 

It is worth noting under CWA that Yu  Yℓ, i.e., there are  new  classes in the unlabeled 

data outside the old classes in Dℓ. Let Cold, Cnew denote the old and new classes in the labeled 

and unlabeled dataset, with the number of classes Kold = |Cold|, Knew = |Cnew|, respectively. The 

objective is to cluster and discover Cnew in Du leveraging the knowledge learned on Dℓ. 

Generalize Class Discovery (GCD) in the spirit of OWA is a more pragmatic and challenging 

task, relaxing the strong assumption in NCD that unlabeled data all come from novel classes, i.e., 

  Yu = Cold  Cnew and Yℓ ⊂ Yu . (4) 

In essence, novel class discovery is a clustering task on Du. Regarding its differences from 

unsupervised clustering [4, 14] the latter aims to cluster unlabeled data in a purely unsupervised 

manner without any prior knowledge of classification criterion, as a result, unsupervised 

clustering is not a fully learnable task. 

After detecting unknown instances, those should be labelled by humans or novel class 

discovery strategies. Then the system must continually extend the multi-class classifier to 
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life cycle of a pattern recognition 

                                                   novel class detection not in Yin 

unknown             NCD               new class 

known 
model 

CIL 

class incremental learning 

st
re

am
in

g 
d

at
a 

Yin = {1, 2, …, K}. 



117 

learn those new classes, which is referred to as class-incremental learning (CIL), being the 

third step in the open-world recognition process. Typically, an incremental learner learns 

several tasks sequentially, and only the data of the current task can be accessed by the learner. 

In Generalize Class Discovery (GCD) we had Yℓ ⊂ Yu  because Dℓ ⊂ Du . However L and 

U represent different universes at different timepoints as the number of features is different 

as Nℓ ⊂ Nu. What we are pointing that the Generalize category discovery (GCD) under OWA 

can be defined and represented as an IFS over Hierarchical Universes using the definitions and 

properties below. 

3 IFS over hierarchical universes in big data and OWA 

Let E and F be two different universes, [1, 2] and let AE and BF be IFSs over E and F, respectively, 

i.e., 

AE = {x, A(x), A(x) | x  E}, 

BF = {x, B(x), B(x) | x  F}. 

The IFS A, which is defined over the universe E, we shall call an “E-IFS”. The operations 

over A and B are defined by: 

AE = {x, A(x), A(x) | x  E}, 

AE  BF = {x, min(A(x), B(x)), max(A(x), B(x)) | x E ∪ F}, 

AE  BF = {x, max(A(x), B(x)), min(A(x), B(x)) | x E ∪ F}, 

AE + BF = {x, A(x) + B(x) – A(x)B(x), A(x)B(x) | x E ∪ F}, 

AE . BF = {x, A(x)B(x), A(x) + B(x) – A(x)B(x) | x E ∪ F}, 

Now let E be a fixed universe and let A be an Intuitionistic Fuzzy Set (IFS, see [1]) over 

E. Let F be another universe and let the set E be an IFS over F having the form: 

E = {(y, µE(y), νE(y)) | y ∈ F}. 

Therefore,  the element x ∈ E has the form (see [2]): 

x = (y, µE(y), νE(y)), i.e.,  x ∈ F ×  [0, 1] × [0, 1], 

        A = {((y, µE(y), νE(y)), µA((y, µE(y), νE(y))), νA((y, µE(y), νE(y))))  |  (y, µE(y), νE(y)) ∈ E } 

If the degrees of membership and non-membership of an element y to a set A in the 

frames of a universe E are µA(y) and νA(y) and the element (y, µA(y), νA(y)) has degrees of 

membership and non-membership to the set E within the universe F are µE(y) and νE(y), 

then we define: 

  A = {(y, µE(y).µA(y), νE(y).νA(y)) | y ∈ F}. (5) 

Using the extend concept of H-IFS transforming some ideas and results from [1–3]. First, we 

shall start with an example. Let E be a finite universe with the form 

E = {e1, e2, e3, {e1, e2}, {e1, e3}, {e1, e2, {e1, e3}}}. 
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Therefore, the IFS A over E will have the form 

A = {(e1, µA(e1), νA(e1)), (e2, µA(e2), νA(e2)), (e3, µA(e3), νA(e3)), 

  ({e1, e2}, µA({e1, e2}), νA({e1, e2})), ({e1, e3}, µA({e1, e3}), νA({e1, e3})), 

  ({e1, e2, {e1, e3}}, µA({e1, e2, {e1, e3}}), νA({e1, e2, {e1, e3}})}. 

card(E) = 6. 

(6) 

Let the set E1 be defined as 

E1 = {e1, e2, e3, {f1, f2}, {f1}, {g1, g2, {g1, g3}}}. 

We can tell that elements e1, e2, e3 are “elements from first level”, elements f1, f2, g1, g2 are 

“elements from second level” and elements g1, g3 are “elements from third level”. 

An element of E, E1 can be an element from two or more different types. For example, for 

the set E objects e1, e2, e3 are elements from each one of the three types. 

If there is an order between some of the elements of E, e.g., if for i = 1, 2, 3: ei = i, this order 

( ≤ or < ) cannot be extended over the rest E-elements. This is the basis for OLAP and materialized 

view queries [3]. 

If the order is ⊂, it will be valid for the fourth and sixth elements of E, but will not be possible 

for the rest E-elements. This is true un the case of Generalized Class Discovery (GCD) under 

Novel Class Detection see equation [6].   

For a more detailed description of Intuitionistic Fuzzy Sets over Universes with Hierarchical 

Structures the reader may refer to [7]. In practice, an IFS over Hierarchical Universes represents 

the potential hierarchy of a structure of possible worlds with an accessibility (see Figure 2).  
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Worlds are stages of the set forming process, the domain of each world consists of the sets 

that have been formed thus far, and the domain of each world accessible from a given world wα 

is a superset of the domain of Wα [10, 11] From each world Wα, there are sets that do not exist at 

Wα but that are possibly relative to Wα, i.e., sets that exist in the domain of a world wβ which is 

accessible from wα. 

The overall structure of the potential hierarchy is isomorphic to that of the cumulative 

 Vα-hierarchy (Figure 2). 

3 Conclusions  

The definition of the Generalize Class Discovery (GCD) based on IFS over multiple universes on 

big data repositories with evolving data models due to changes in the data domain, paves the way 

to the next question “what are the implications for Big Data Quality Metrics? What their 

interpretation will be then? 

Additional research will be required to identify effective mitigation measures for the training 

and testing of machine learning techniques for data streams and/or into improved sampling and 

resampling techniques for data streams that should, ideally, avoid the issue of sampling induced 

concept drift altogether or, at the very least, minimize it. 
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