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Abstract: In this paper a method that evaluates a trained artificial neural network is presented. 

The learning type of an artificial neural network is supervised learning which requires labeled 

input training vectors. Labeled medical data is provided to train the network, where the labels 

can either be 1 if the person is alive, or 0 if the person has deceased. The data is divided into 

training and validation vectors. The validation input vectors are used to evaluate the model and 

the results are summarized by using intuitionistic fuzzy values. 
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1 Introduction 

In the current section, short remarks on artificial neural networks and intuitionistic fuzzy sets are 

presented. They will be used in the proposed intuitionistic fuzzy evaluation of neural network 

model. 
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1.1 Artificial neural networks 

Artificial neural networks are inspired by the biological neural network of the human and animal 

brain [11]. The significance of the biological neural system is in the ability to learn by itself from 

the surrounding environment. The learning process is a task that scientists are still exploring and 

the results of their research are implemented into the working models in Artificial Neural 

Networks (ANN) [1, 2, 12]. The main basic building block of an ANN is the Artificial Neuron 

shown in Fig. 1. 

The artificial neuron tries to represent the work of the biological neuron. Each artificial neuron 

has one or more inputs and an output; the inputs are the incoming signals from the other neurons 

and the output is the result from the neuron to the next neuron(s). The inputs to the neuron in 

Fig. 1 are denoted as p where p is a vector of the incoming signals: 

𝑝 = [𝑝1, 𝑝2, … , 𝑝𝑛], 

where n is the number of the incoming signals. 

 
Figure 1. The model of an artificial neuron 

The incoming signals are multiplied by the values of the neuron which are called weights  

𝑤 = [𝑤1, 𝑤2, … , 𝑤𝑛]. 

The multiplication results are summed and the result n is the actual argument of the neuron 

function f (n). The formula which describes the neuron activation is: 

𝑎 = 𝑓 (∑ 𝑝𝑖𝑤𝑖

𝑛

𝑖=0

) . 

A single neuron cannot perform complex tasks. In such cases, a multilayer neural network 

can be used. An example of a multilayer neural network is shown in Fig. 2. 

 A single layer is composed of neurons where each of them has its own weights and also 

applies an activation function. A multilayer neural network consists of two or more layers that 

are fully connected. The output of the previous layer is the input for the next layer.  
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Figure 2. The architecture of a multilayer network 

1.2 Intuitionistic fuzzy sets 

The intuitionistic fuzzy sets are introduced by Atanassov [3] as an extension of the fuzzy sets. 

The difference between fuzzy sets and intuitionistic fuzzy sets (IFSs) is in the presence of a 

second function νA(x) defining the non-membership of element x to set A, where µA(x)  [0; 1], 

νA(x)  [0; 1], under the condition of  µA(x) + νA(x)  [0; 1]. The IFS is formally presented by: 

A = {x, µA(x),νA(x) | xE}. 

Respectively, and for every x  E: 0  µA(x) + νA(x)  1. Every ordinary fuzzy set has the form: 

A = {x, µA(x), 1 − μA(x) | xE}. 

If 

πA(x) = 1 − μA(x) − νA(x), 

then πA(x) is the degree of uncertainty of the membership of the element x  E to the set A. In 

the case of ordinary fuzzy sets, πA(x) = 0 for every x  E, [3–5, 7]. 

A comparison between elements of any two IFSs, A and B, involves pairwise comparisons 

between their respective elements’ degrees of membership and non-membership to both sets. In 

recent years, the theory of intuitionistic fuzzy sets has been extended with research works in the 

field of Interval-Valued Intuitionistic Fuzzy Sets [7] and Circular Intuitionistic Fuzzy Sets [5, 8]. 

2 Task essentials 

The goal of the paper is to evaluate the model of ANN using intuitionistic fuzzy values. The data 

that is used to train the model of ANN is taken from [10, 13] and it consists of measured values 

for persons that have heart disease. The aim is to predict whether a person is going to die (marked 

as 0) or live (marked as 1). The input vector for the ANN model consists of 11 values and the 

explanation of each one of them is the following: Age, Anemia, Creatinine, Diabetes, Ejection 

fraction, High blood pressure, Serum creatinine, Serum sodium, Sex, Smoking, Time. 
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The structure of the ANN model consists of 3 layers of neurons. The first two layers apply 

Hyperbolic Tangent Sigmoid function: 

𝑓(𝑛) =
𝑒𝑛 − 𝑒−𝑛

𝑒𝑛 + 𝑒−𝑛
 . 

The last layer of the ANN applies the linear activation function 

𝑓(𝑛) = 𝑛 . 

The ANN has two outputs which describe the following: 

 to predict death, the output vector is [1  0]; 

 to predict if the person is going to live, the output is [0  1]. 

The general structure of the ANN is shown in Fig. 3. The first layer of the network consists 

of 21 neurons, the second one consists of 18 neurons and the hyperbolic tangent sigmoid function 

is applied to both layers. The last layer which applies linear activation function has two neurons. 

 

Figure 3. Structure of the ANN 

 

Figure 4. ANN structure and parameters 
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The structure of the ANN and its training parameters such as Gradient, Performance and 

Training Epochs are shown in Fig. 4. The training algorithm of the ANN is Levenberg Marquardt 

which is responsible to update the network coefficients during the training process. 

The regression line shows how well the ANN can predict the correct results. Fig. 5 shows the 

regression line of the trained ANN. The parameter that determines the prediction success is called 

R and if the value of that parameter is closer to 1 that means that the ANN can predict each 

training vector successfully. 

 

Figure 5. Regression line of the ANN 

The prediction capabilities of the ANN have to be evaluated. This process is known as ANN 

validation. In order to validate the ANN, 51 labeled vectors are used to summarize: 

 The training vectors are 248. 

 The validation vectors (which are not in the training set) are 51. 

The expected result for a given input vector from the trained ANN model consists of two 

values. The evaluation of the ANN is done by using intuitionistic fuzzy (IF) values. In order to 

evaluate the ANN model, the IF thresholds for π, µ and υ have to be chosen. 

It was previously explained that for the person that is going to live, the output vector of the 

ANN has to be [0  1]. On the contrary, for the death event the expected output from the network 

has to be [1   0]. During the learning trial, the ANN updates its weights and biases and when it 

is trained, the output values for the given input vector is not necessary to exactly match the 

labeled ones in our case [0   1] or [1   0]. 

The threshold values from the output of the ANN that are closer to 0 and 1 are: 

 0 −0.25 ÷ 0.25; 

 1 – 0.75 ÷ 1.25. 

The IF values are: 
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{

0   1 − 𝜇
1   0 − 𝑣
0   0 − 𝜋
1   1 −  𝜋

 . 

The degree of membership is estimated by division of [0  1]-vectors l predicting that the 

person is going to live to the total number of validation vectors s. The formula has the following 

form: 

𝜇 =
𝑙

𝑠
 . 

Therefore, 

𝜇 =
5

51
= 0.1, 

where the [0  1]-vectors l predicting that the person is going to live are 5 and the total number of 

validation vectors are 51. 

The degree of uncertainty includes the output vectors [1   1] and [0   0] that represent the cases 

when it is not possible to predict output based on the data — the uncertainty. The formula has 

the following form: 

𝜋 = 1 − 𝜇 − 𝜗. 

Therefore,  

𝜋 = 1 − 0.1 − 0.35 = 0.55 . 

Fig. 6 shows the graphic of the IF values estimated from the validation set of 51 vectors. 
 

 

Figure 6. Estimated IF values of the validation set 

3 Conclusion 

In the paper, a method of evaluating an artificial neural network is presented. In order to achieve 

this goal, medical data is provided along with labelled vectors. The ANN was trained by training 

vectors and when the process finished, the 51 validation vectors were used to evaluate the process 

of training. One of the important steps was the choice of the threshold as its choice reflects to 

the evaluation of the ANN by using IF values. Smaller threshold increases the degree of 

uncertainty, on the other hand, the bigger threshold increases v and μ values. It can be concluded 

µ = 0.1 

ν = 0.35 

π = 0.55 

0 

1 
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that using IF values we can successfully evaluate the training of the ANN; if one needs to 

decrease the π value the chosen threshold has to be decreased. 
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