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Abstract: The ability of ant colonies to form paths for carrying food is rather fascinating. The
problem is solved collectively by the whole colony. This ability is explained by the fact that ants
communicate in an indirect way by laying trails of pheromone. The higher the pheromone trail
within a particular direction, the higher the probability of choosing this direction. The collective
problem solving mechanism has given rise to a metaheuristic referred to es Ant Colony Optimiza-
tion (ACO). On this work we use intoitionistic fuzzy estimation of start nodes with respect to the
quality of the solution. Various start strategies are offered. Sensitivity analysis of the algorithm
behavior according estimation parameters is made. As a test problem is used Multidimensional
(Multiple) Knapsack Problem (MKP).
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1 Introduction

A large number of real-life optimization problems in science, engineering, economics, and busi-
ness are complex and difficult to solve. They can not be solved in an exact manner within a
reasonable amount of computational resources. Using approximate algorithms is the main alter-
native to solve this class of problems. The approximate algorithms are specific heuristics, which
are problem dependent, and metaheuristics, which are more general approximate algorithms ap-
plicable to a large variety of optimization problems. One of the most successful metaheuristic is
Ant Colony Optimization (ACO) [4].

ACO algorithms have been inspired by the real ants’ behavior. In nature, ants usually wander
randomly, and upon finding food return to their nest while laying down pheromone trails. If other
ants find such a path, they are likely not to keep travelling at random, but follow the trail, returning
and reinforcing it if they eventually find food. However, as time passes, the pheromone starts to
evaporate. The more time it takes for an ant to travel down the path and back again, the more time
the pheromone has to evaporate and the path to become less prominent.In comparison, a shorter
path will be visited by more ants and thus the pheromone density remains high for a longer time.
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ACO is implemented as a team of intelligent agents which simulate the ants behavior, walking
around the graph that represents the problem for solving using mechanisms of cooperation and
adaptation. Examples of such optimization problems are the Travelling Salesman Problem [13],
Vehicle Routing [15], Minimum Spanning Tree [11], Multiple Knapsack Problem [6], etc.

The transition probability p; ;, to choose the node j from the graph of the problem, when the
current node is ¢, is based on the heuristic information 7; ; and the pheromone trail level 7; ; of
the move, where¢,7 = 1,....,n.
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where Unused is the set of unused nodes of the graph.

The higher the value of the pheromone and the heuristic information, the more profitable it is
to select this move and resume the search. In the beginning, the initial pheromone level is set to a
small positive constant value 7y; later, the ants update this value after completing the construction
stage. ACO algorithms adopt different criteria to update the pheromone level. The pheromone
trail update rule is given by:

Tij & PTij + AT , ()

where p models evaporation in the nature and A7; ; is newly added pheromone, which is propor-
tional to the quality of the solution.

This paper uses intuitionistic fuzzy estimations of start nodes with respect to the quality of the
solution and thus to better manage the search process. It is a continuation of our previous work
[9]. Here, we specify the intuitionistic fuzzy parameters, which manage the starting process and
their influence to the quality of the achieved solutions.

In intuitionistic fuzzy (IF) logic any statement can be evaluated with a degree of validuty and
degree of non-validity. On the basis of the estimations we offer several start strategies and their
combinations. As a benchmark problem Multiple Knapsack Problem (MKP) is used, which is a
representative of the class of subset problems. A lot of real world problems can be represented
by it. Moreove,r MKP arises as a subproblem in many optimization problems.

The rest of the paper is organized as follows. In section 2, intuitionistic fuzzy estimation of
start node is introduced and several start strategies are proposed. In section 3, the strategies are
applied to MKP and sensitivity analysis of the algorithm according to the strategy parameters is
made. In the end some conclusions and directions for future work are proposed.

2 Intuitionistic fuzzy estimation

The known ACO algorithms generate a solutions starting from a random node. But for some
problems, especially subset problems, it is important from which node the search process starts.
For example, if an ant starts from node that does not belong to the optimal solution, probability to
construct it is zero. In this paper, intuitionistic fuzzy estimation of start nodes is offered and after
that several start strategies are proposed. The aim is to use the ants’ experience from previous
iterations in choosing the better starting node. Other authors use this experience only by the
pheromone, when the ants construct the solutions.
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2.1 Intuitionistic fuzzy sets

In the beginning, we will define the concept of intutionistic fuzzy sets [1]. Let X, Y and Z
be ordinary finite non-empty sets. Let X be a given set. An intuitionistic fuzzy set in X is an
expression A given by:

A={<z,us(x),va(z) > |z € A}, 3)

where
pa:X —[0,1] va:X —[0,1]

such that 0 < pu(x) + va(x) < 1 for all x € A. The numbers p4(z) and v4(X) denote
respectively the degree of membership and the degree of non-membership of the element x in the
set A. When v4(z) = 1 — pa(x), set A is a fuzzy set. When va(x) < 1 — pa(z), set Ais a
intuitionistic fuzzy.

Let the graph of the problem have m nodes. The set of nodes is divided into /N subsets.
There are different ways for making this division. Normally, the nodes of the graph are randomly
enumerated. An example for creating of the subsets, without lost of generality, is the following:
the node number one is in the first subset, the node number two - in the second subset, etc., the
node number N is in the /N-th subset, the node number N + 1 is in the first subset, etc. Thus, the
number of nodes in the separate subsets are almost equal. After the first iteration the estimations
D;(i) and Ej(¢) are introduced of the node subsets, where ¢ > 2 is the number of the current
iteration and D;(¢) and E; (i) are weight coefficients of j-th node subset (1 < j < N), which are
calculated by the following formulas:

Dj(i) = 0.Dj(i — 1) + (¢ — ¢).F;(d), “4)
Ei(i) = 0. E;(i — 1) + (¢ — ¢).G;(4), )
where i > 2 is the current process iteration and for each j (1 < 7 < N):
JiA .
) = ifn; A0
Fi)=1 n, 170 ©)
F;(i—1) otherwise
44,B .
== ifn; £0
Gi(i) =4 170 (7
G;(i —1) otherwise

where f; 4 is the number of the solutions among the best A%, g, g is the number of the solutions
among the worst B%, where A + B < 100, i > 2 and

N
Son;=n, (8)
j=1

where n; (1 < j < N) is the number of solutions obtained by ants starting from nodes from
subset 7 and n is the number of ants. Initial values of the weight coefficients are: D;(1) = 1 and
E;(1) = 0. The parameter ¢, 0 < ¢ < 1, shows the weight of the information from the previous
iterations and from the last iteration. When ¢ = 0 only the information from the last iteration
is taken into account. If ¢ = 0.5 * 7/, the influence of the previous iterations versus the last one
is equal. When ¢ = 1), only the information from the previous iterations is taken in to account.
The balance between the weights of the previous iterations and the last one is important. In the

beginning, when the current best solution is far from the optimal one, some of the node subsets
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can be estimated as good. Therefore, if the value of the parameter ¢ is too high, the estimation
can be distorted. If the weight of the last iteration is too high, then information for good and bad
solutions from previous iterations is ignored, which can distort estimation too.

We try to use the ants’ experience from previous iterations to choose the better starting node.
Other authors use this experience only by the pheromone, when the ants construct the solutions

[5].

2.2 Start strategies

Let us fix threshold E for E;(i) and D for D;(i), then we construct several strategies to choose
start node for every ant. On every iteration the threshold F increases with 1/i where i is the
number of the current iteration:

1 If E;(i)/D;(i) > E, then the subset j is forbidden for current iteration and we choose the
starting node randomly from {j |7 is not forbidden};

2 If E;(i)/D;(i) > E, then the subset j is forbidden for current simulation and we choose
the starting node randomly from {j |; is not forbidden};

3 If E;(i)/D;(i) > E, then the subset j is forbidden for K; consecutive iterations and we
choose the starting node randomly from {;j |j is not forbidden};

4 Letr, € [R,1) is a random number. Let 7o € [0, 1] be a random number. If ro > 71, we
randomly choose a node from subset {j |D;(i) > D}, otherwise we randomly choose a
node from the not forbidden subsets, r; is chosen and fixed in the beginning.

5 Letr; € [R,1) is a random number. Let 75 € [0, 1] be a random number. If 7o > r; we
randomly choose node from subset {j |D;(¢) > D}, otherwise we randomly choose a node
from the not forbidden subsets, r; is chosen in the beginning and increases with r3 on every
iteration.

where 0 < K; < “number of iterations” is a parameter. If Ky = 0, then strategy 3 is equal
to the random choice of the start node. If K; = 1, then strategy 3 is equal to strategy 1. If
K, ="maximal number of iterations”, then strategy 3 is equal to strategy 2.

We can use more than one strategy for choosing the start node, but there are strategies, which
can not be combined. We distribute the strategies into two sets: St1 = {strategy 1, strategy 2,
strategy 3} and St2 = {strategy 4, strategy 5}. The strategies from same set can not be used at
once. When we combine strategies from St1 and St2, first we apply the strategy from St1 and
according it some of the regions (node subsets) become forbidden, and after that we choose the
starting node from the not forbidden subsets according to the strategy from S2.

3 Experimental results

The intuitionistic fuzzy estimation and start strategies performance are analyzed in this section.
As a test Multiple Knapsack Problem (MKP) is used because it is a subset problem. The Multiple
Knapsack Problem has numerous applications in theory as well as in practice. It also arises as a
subproblem in several algorithms for more complex problems and these algorithms will benefit
from any improvement in the field of MKP. The following major applications can be mentioned:
problems in cargo loading, cutting stock, bin-packing, budget control and financial management
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may be formulated as MKP. In [12], it is proposed to use the MKP in fault tolerance problem
and in [3] is designed a public cryptography scheme whose security depends on the difficulty of
solving the MKP. In [10] is mentioned that two-processor scheduling problems may be solved as a
MKEP. Other applications are industrial management, naval, aerospace, computational complexity
theory.

The MKP can be thought as a resource allocation problem, where there are m resources (the
knapsacks) and n objects and every object j has a profit p;. Each resource has its own budget c;
(knapsack capacity) and consumption r;; of resource z by object j. The aim is maximizing the
sum of the profits, while working with a limited budget.

The MKP can be formulated as follows:

n
maXijxj
Jj=1
n
ijxj SCZ‘ izl,...,m
j=1
z; €{0,1} j=1,...,n

(€))

x; 1s 1 if the object j is chosen and 0, otherwise.

There are m constraints in this problem, so MKP is also called m-dimensional knapsack
problem. Let / = {1,...,m}and J = {1,...,n}, with¢; > O forall i € I. A well-stated MKP
assumes that p; > 0 and 755 < ¢; < 37 7y foralli € I and j € J. Note that the [14],xn
matrix and [¢;],, vector are both non-negative.

In the MKP one is not interested in solutions giving a particular order. Therefore, a partial
solution is represented by S = {i1, 4o, ..., ;} and the most recent elements incorporated to S, i;
need not be involved in the process of selecting the next element. Moreover, solutions of ordering
problems have a fixed length as one searches for a permutation of a known number of elements.
Solutions for MKP, however, do not have a fixed length. The graph of the problem is defined
as follows: the nodes correspond to the items, the arcs fully connect the nodes. Fully connected
graph means that after the object ¢ one can chooses the object j for every ¢ and j if there are
enough resources and object j is not chosen yet.

The computational experience of the ACO algorithm is shown using 10 MKP instances from
“OR-Library” available at http://people.brunel.ac.uk/~mastjjb/jeb/orlib,
with 100 objects and 10 constraints. To provide a fair comparison for the above implemented
ACO algorithm, a predefined number of iterations, & = 100, is fixed for all the runs. The de-
veloped technique has been coded in C++ language and implemented on a Pentium 4 (2.8 Ghz).
The parameters are fixed as follows: p = 0.5, a = 1, b = 1, number of used ants is 20, A = 30,
B =30,D =15 FE =05, K1 =5, R = 0.5,r3 = 0.01. The values of ACO parameters
(p,a,b) are from [7] and it is experimentally found that they are best for MKP. The tests are run
with 1, 2, 4, 5 and 10 nodes within the node subsets. The following combinations of parameters
¢ and v are used in our previous work [9]: (0.125,0.25), (0.125,0.5), (0.125,0.825), (0.25,0.5),
(0.25,0.75), (0.25,0.825), (0.5,0.75), (0.5,0.825), (0.75,0.825), (0.5, 1). For every experiment,
the results are obtained by performing 30 independent runs, then averaging the fitness values ob-
tained in order to ensure statistical confidence of the observed difference. The computation time
taken by start strategies is negligible with respect to running time of the algorithm. Tests with all
combinations of strategies and with a random start (12 combinations) are run. Thus, we perform
180 000 tests.

For every test problem, the average result achieved by some strategy is better than without
any strategy. For fair comparison, the difference d between the worst and the best average result
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Table 1: Estimation of the rate according ¢ and ¥

© 0.40 | 0.450 | 0.500 | 0.550 | 0.6
(&
0.65| 85 84 86 86 | 86

0.70 | 92 85 85 86 | 87
0.75 | 93 94 93 9 | 90
0.80 | 89 87 89 92 | 91
085 | &4 87 89 9 | 93

for every problem is divided to 10. If the average result for some strategy is between the worst
average result and the worst average plus d/10 it is evaluated with 1. If it is between the worst
average plus d/10 and worst average plus 2d/10, it is evaluated with 2, and so on. If it is between
the best average minus d/10 and the best average, it is evaluated with 10. Thus, for a test problem
the achieved results for every strategy and every nodes division is evaluated from 1 to 10. After
that is summed the rate of all test problems for every strategy and every nodes devision. So, their
rate becomes between 10 and 100 (see Table 1). The best results are achieved when there is only
one node in the node subset, for all combinations of the values of ¢ and v). When the node subsets
consist of 1 node, preferably bad or preferably good solutions start from them. In [9] we observe
that the best ranking is when ¢ = 0.5, 1» = (.75, only one node in node subsets and strategy 3.
Therefore, in this paper we will specify the ranking around the best values for ¢ and 1. We will
use smaller step when we change the values of ¢ and 7). Therefore, in Table 1 we show only this
case.
On Table 1 we observe that the best rate is when ¢ = 0.45 and ) = 0.75.

4 Conclusion

This paper is addressed to ant colony optimization algorithm with controlled start using intuition-
istic fuzzy estimation. So, the start node of each ant depends of the goodness of the respective
region. We have analyzed the behavior of the ACO algorithm. The rate of the achieved solutions
is higher when the rate of the fuzziness is not very high and when the difference between the
parameters ¢ and ¢ is not very big. In this case, there is good balance between results achieved
in previous iterations and current iteration. We specify the rate using smaller step around the
best values of the parameters ¢ and ). The future work will be focused on parameter settings
which manage the starting procedure. It will investigate the influence of the parameters on the
algorithm’s performance. The aim is to study in detail the relationships between the start nodes
and the quality of the achieved solutions.
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