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Abstract: In the paper we investigate how to apply some data mining techniques for clustering and 
classification the assessment of the different publications and articles. For this aim we propose to 
use neural network and decision tree to analyze given collection of data. We use the Intuitionistic 
fuzzy estimation as an input vector for the self organizing map that gives us 6 clusters. To predict 
the next data we must have the rules that can be obtained from the decision tree. 
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1 Introduction

The reviewing and rating process of the publications and articles is very important for 
assessment of its quality. The reviewers have to prepare anonymous feedback. They give clear 
responds of the different questions like: well-written, grammatical errors, objective, complete, 
originality of contents, significance for theory and others. 

The idea in the present paper is to combine data mining techniques and publication’s 
assessment in intuitionistic fuzzy form to use the advantages of both different tools [3]. It is a 
continuation of the series researches of the some of the authors connected with different 
processes of functioning of universities, collated in [13], [14]. 
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Some of the most popular data mining techniques are association, classification, clustering 
and prediction. The neural networks are one of the basic tools for realization of data mining 
techniques. 

A neural network is presented in [10] and it determines the degree of assimilation, non 
assimilation and uncertainty in the students answers’ evaluation based on defined set of 
criterions. The network could be used for the evaluation of the students’ answers in the closed 
tests in training systems. A multilayer perceptron is used in [11] for obtaining lecturers’ 
evaluation with intuitionistic fuzzy estimations. It determines the degree of approve, non- 
approve and uncertainty in the lecturers based on the students answers’ investigations. The 
evaluation is based on defined set of criterions. A self-organizing map (SOM) is used to data 
mine the students’ answers and facilitate their analysis by grouping the similar answers in [12], 
i.e. clustering.  

In the present paper is used a decision tree for classifying the publication’s assessments 
obtained in intuitionistic fuzzy form in the outputs of the SOM. Decision trees are a simple, but 
powerful form of multiple variable analyses. They provide capabilities to supplement a variety 
of data mining tools and techniques such as neural networks. 

The publications are evaluated using different criteria. Let we have n publications and m 
criteria. The assessment for the degree of the acceptance (μ) and the non-acceptance (ν) of the 
publication is formed on the basis of these criteria. For publication i, i = 1, …, n: 
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where: 

• j
iε  is the degree of the acceptance of the publication i according to criterion j,  

• j
iδ  is the degree of the non-acceptance of the publication i according to criterion j,  

• m  is the total number of criteria. 
These assessments, which estimate the degree of the acceptance (μ) and the non-accept-

ance (ν) of the publication i, are represented by ordered pairs 〈μi, νi〉 of real numbers from the 
set [0, 1]×[0, 1].   

The degree of uncertainty πi = 1 ‒ μi ‒ νi represents those cases where the reviewer is 
currently unable to answer the asked question and needs additional information. Everywhere 
the ordered pairs have been defined in the sense of intuitionistic fuzzy sets [1, 2]. 

2 Realization 

A SOM is a neural network that uses unsupervised learning. It produces high dimensional data 
to the low dimensional space (called map) [4, 5, 6, 7, 8, 9].  The main thing to use SOM is 
representing data. It discretizes representation of the input space of the training samples in the 
sense that they use a neighborhood function to preserve the topological properties of the input 
space. 
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 The weight vector of the unit is closest to the current object becomes the winning or 
active unit. During the training stage, the values for the input variables are gradually adjusted 
in an attempt to preserve neighborhood relationships that exist within the input data set. As it 
gets closer to the input object, the weights of the winning unit are adjusted as well as its 
neighbors. 

With SOM, clustering is performed by having several units compete for the current object. 
Once the data have been entered into the system, the network of artificial neurons is trained by 
providing information about inputs. 

The SOM used for the clustering of the intuitionistic fuzzy assessments has 6 neurons in 
one layer. The vector for the learning the SOM has 162 different points that describes the 
working area of the neural network. The number of neurons determines the number of the 
clusters, in which hit corresponding points. In the two dimensional SOM is used 3×2 neurons, 
i.e. 6 neurons.  

As a test vector is used the estimations for the degree of the acceptance (μ) and the non- 
acceptance (ν) of the publication. The test vectors enter in the inputs of the SOM. Every test 
vector hit the cluster that represents typical publications’ acceptance. The general view of the 
55 test vectors is shown below: 
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The SOM gives in which cluster hit the test vectors, but does not give the rules. A 
possibility to obtain the rules is to use a classification tree.  

The assessments of the publication obtained in the output of the neural network were 
divided into training set and the validation set. Partitioning the data into training and validation 
sets is done randomly according to predetermined proportions (60 % for the training set – 33 
rows, 40% for the validation set – 22 rows). The training partition contains the data used to 
build the model. The validation partition is used to assess the performance of the model. 

The input variables are: μ, ν and π and the output variable is Number of cluster. The 
classification tree consists of 5 decision nodes and 6 terminal nodes and is shown on Fig. 1. 
The classification tree was done by XLMiner for Excel [15]. 

From the tree we obtain six classification rules: 
1) IF π  ≤ 0.3 AND μ > 0.5 THEN Number of cluster = 1; 

This reflects the cases when the publications have a high (maximal or up the middle) 
assessment for acceptance (μ) and low assessment for the degrees of the non-acceptance 
(ν) and non-answered questions (π). 

2) IF 0.3 < π  ≤ 0.5 AND ν ≤ 0.3 THEN Number of cluster = 2; 
This reflects the cases when the publications have a less than average assessment for μ, 
minimal assessment for ν and under or around the middle assessment for π. 

3) IF π  > 0.5 AND ν  ≤ 0.3 THEN Number of cluster = 3; 
This reflects the cases when the publications have greater than average assessment for π 
and low assessments for μ and ν. 
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4) IF π  ≤ 0.3 AND μ ≤ 0.5 THEN Number of cluster = 4; 
This reflects the cases when the publications have a low and approximately equal assess-
ments for μ and ν and low assessment for π. 

5) IF π  > 0.3 AND ν  > 0.3 AND μ > 0.1 THEN Number of cluster = 5; 
This reflects the cases when the publications have approximately equal assessments for ν 
and π and low assessment for μ. 

6) IF π  > 0.3 AND ν  > 0.3 AND μ ≤ 0.1 THEN Number of cluster = 6; 
This reflects the cases when the publications have approximately equal assessments for ν 
and π and very low assessment for μ. 

 

 
Figure 1: Graphical representation of the classification tree (using training data) 

 

Figure 2: Graphical representation of the average values 
of the μ, ν and π  in clusters (using training data) 
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3 Conclusion 

In the present paper we use self-organizing map for clustering and decision tree classification 
the assessment of the different publications and articles. The suggested evaluation methods and 
procedures are intended to make publication’s assessments as objective as possible. 

From the classification tree we obtain six decision rules for prediction the values of new or 
unseen observations. 

Due to the specificity of creating new materials for publishing the subjective assessment 
cannot be avoid but should be made objective. That could be achieved by science-based 
quantitative methods using the instruments of subjective statistics.  
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