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Abstract

A new proof is presented for the general form of probability on the generated MV-
algebras by the help of the representation theorem for probabilities of the family of
[F-events generating the MV-algebra..
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Definition 1: Let (Q,S) be the measurable space where S is a o - algebra. Let T be
the tribe of all S — measurable functions f: Q-——><O,l>. Define the set F as follows:
I = {(IUA’VA)’IUA9VA el py+v, < 1}

Also we will use the following definitions:
<a,b>+<c,d>:<a+c,b+d>

<a”,bn> A <a,b> < a,Aanb,2b
(s ova )2 svi) @ g Apygnv, Nv,
fg @ gy = min(u, + 1)
i, ® g, =max(u, +u, —1,0)
(v )@ (1, v ) = (s © v, ® V)
(145v.0)® (v ) = (s ® pip,v, @)
Definition 2: [F probability on F is a mapping P: F——1 (I is the family of all
compact intervals in R ) satisfiing the following conditions:
(i) P((0.1))=(0,0), P((1,0))=(L1)
i) P((gv )+ P(t5ov5) = PA1asv, )@ (5ov 5 )+ P>(10:v.1)© (t1.v5)
i) (v )2 (v )= Py vy ) 2 P(140v,)
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Theorem 1: To any probability P: F—— 1 there exists real numbers a and 3 such

that 0 <a < B <1 and:

P((,uA,VA))=<l— j;zAdP+aI —v, )dP, (I ijdP+ﬁj(1 vAdP>

Proof: see [3].
Definition 3: MV algebra is the system (M,®,®,—,0,u), if:

@, ® are binary operations, @ is comutative and associative, — is unary operation,
0 and u are from set M and for any ac M: a®0=a, a®u=u, —(—-a)=a, -0=u,
a®(-a)=u, H(-a®b)®b=—(a®-b)®a, a®b=—(-a®-b) .

Lemma: Let M be the set M = {(ﬂA,VA ).4t,,v , are S-measurable, u v, :Q—)(O,l)}
and operations @, ®, — are defined as follows:
A®B=(u, ®p,,v,®v,)
A®B=(yA Q v, ®v,)
~ov,)=(-ppl-v,)
Then (M,@,@, —|,0,l) is an MV algebra where 0= (O,l) and 1= (I,O).
Proof. See [2]

We can define probability on set M analogously to Definition 1. If we consider the
set J = {[a,a]; a is a real number}, then the mapping P: F——1 called a state.
Theorem 2: To any state P:F ——(0.1) exists exactly one state 7:M —>{0,1) such
that p|F=p.

Proof. Define ;((,LlAﬂVA )) = P((ﬂAaO))" P((Oal -V, )) The proof of all properties of ; is
straightforward.
Theorem 3: To any IF probability P:F——1 there exists exactly one probability

P:M——>1I such that P|F=P.

Proof. For any probability P:F——1 we can put
P(4)= (P (4), PP(4))
where P, P®) are states on F. For the states we have exactly one state P“) P? o

M extending P'", P®). Therefore the mapping

P(4)=(P" (4. P” ()
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is a probability on M extending P. .

Theorem 6: To any probability on M P: M ——1 there exists real numbers o and B,

such that 0<a < B<1 and

P((:umVA)):<(l‘a)IﬂAdP+aj(l—VA)dP’(]_IB)IﬂAdP+ﬁJ(]”VA)dP>.

Proof. It is a consequence of Theorems 1 and 3.
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