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Abstract

The aim of this paper is to point out and correct some errors of two theorems for
IFSs in Atanassov (Two theorems for intuitionistic fuzzy sets, Fuzzy Sets and Sys-
tems, 2000) and bring forward a new theorem for IFSs. In the end, some elementary,
but non-standard equalities between IFSs were formulated.
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Intuitionistic fuzzy set (IFS) introduced by Atanassov [1] has become a pop-
ular topic of investigation in the fuzzy set community [11,12,13]. There exists
a large amount of literature involving IFS theory and applications [7-10]. The
aim of this paper is to point out and correct some errors in Atanassov [6] and
bring forward a new theorem for IFSs. In the end, we formulate some elemen-
tary, but non-standard equalities between IFSs.

Definition 1 (see Atanassov [1]). Let E denote a universe of discourse. Then
an intuitionistic fuzzy set (IFS) defined on E is given as follows:

A = {< x, µA(x), νA(x) >| x ∈ E}

where the functions µA(x) : E → [0, 1] and νA(x) : E → [0, 1] define, respec-
tively, the degree of membership and the degree of non-membership of the
element x ∈ E to the set A, which is a subset of E, and for every x ∈ E,
0 ≤ µA(x) + νA(x) ≤ 1.
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Furthermore, we call πA(x) = 1− µA(x)− νA(x) the intuitionistic index of
x in A. It is a hesitancy degree of x to A. It is obvious that 0 ≤ πA(x) ≤ 1,
for each x ∈ E.

Definition 2 (See Atanassov [1]). Let A = {< x, µA(x), νA(x) >| x ∈ E}
and B = {< x, µB(x), νB(x) >| x ∈ E} be two IFSs. We define the following
relations:
(1)A ⊂ B iff (∀x ∈ E) µA(x) ≤ µB(x) and νA(x) ≥ νB(x);
(2)A = B iff (∀x ∈ E) µA(x) = µB(x) and νA(x) = νB(x).

Atanassov [1, 2, 3] introduced the following IFS operators. For every IFS A

C(A) = {< x, K, L >| x ∈ E}

where

K = max
x∈E

µA(x), L = min
x∈E

νA(x),

I(A) = {< x, k, l >| x ∈ E}
where

k = max
x∈E

µA(x), l = min
x∈E

νA(x).

Let α, β ∈ [0, 1] be fixed numbers. The following operators are defined and
their properties are studied in [4]:

Dα(A) = {< x, µA(x) + α · πA(x), νA(x) + (1− α) · πA(x) >| x ∈ E};
Fα,β(A) = {< x, µA(x)+α ·πA(x), νA(x)+β ·πA(x) >| x ∈ E}, for α+β ≤ 1;

Hα,β(A) = {< x, α · µA(x), νA(x) + β · πA(x) >| x ∈ E};
Jα,β(A) = {< x, µA(x) + α · πA(x), β · νA(x) >| x ∈ E};
H∗

α,β(A) = {< x, α · µA(x), νA(x) + β · (1− α · µA(x)− νA(x)) >| x ∈ E};
J∗α,β(A) = {< x, µA(x) + α · (1− µA(x)− β · νA(x)), β · νA(x) >| x ∈ E};
Pα,β(A) = {< x, max(α, µA(x)), min(β, νA(x)) >| x ∈ E}, for α + β ≤ 1;

Qα,β(A) = {< x, min(α, µA(x)), max(β, νA(x)) >| x ∈ E}, for α + β ≤ 1.

Definition 3 (See Atanassov [6]). Let the IFS A over the universe E be called
essential, if there exists at least one x ∈ E for which πA(x) > 0.

Theorem 1 (See Atanassov [6]). Let A ,B be two essential IFSs, for which
there are y, z ∈ E such that µA(y) > 0 and µB(z) > 0. If C(A) ⊂ I(B), then
there are real numbers α, β, γ, δ ∈ [0, 1], such that Jα,β(A) ⊂ Hγ,δ(B).

In the process of the proof to the theorem in paper [6], the author let

a = max
x∈E

πA(x) > 0
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and
b = max

x∈E
πB(x) > 0,

then constructed

α =
k −K

2a
, β =

L + l

2L
, γ =

K + k

2k
, δ =

L− l

2b
.

It is noted that definition of α and δ in paper [6] is not correct, because it
does not ensure that α, δ ∈ [0, 1], so the process of the proof does not make
sense, too.

Example 1. Let the universe U = {x1, x2, x3}, the two IFSs

A = {< x1, 0.5, 0.5 >,< x2, 0.1, 0.8 >,< x3, 0.4, 0.5 >}
B = {< x1, 0.8, 0.2 >,< x2, 0.8, 0.1 >,< x3, 0.9, 0.1 >}

thus, we have,

K = max
x∈E

µA(x) = 0.5, k = min
x∈E

µB(x) = 0.8, l = max
x∈E

νB(x) = 0.2,

L = min
x∈E

νA(x) = 0.5, a = max
x∈E

πA(x) = 0.1, b = max
x∈E

πB(x) = 0.1.

It is obvious that

α =
k −K

2a
=

0.8− 0.5

2× 0.1
= 1.5 > 1

and

δ =
L− l

2b
=

0.5− 0.2

2× 0.1
= 1.5 > 1.

which does not ensure α, δ ∈ [0, 1], it shows that the process of the proof is
not correct, too.

We modify α, δ as the following forms:

α =
k −K

2
, δ =

L− l

2
,

then

J k−K
2

, L+l
2L

(A) = {< x, µA(x) +
k −K

2
πA(x),

L + l

2L
νA(x) >| x ∈ E},

H k+K
2k

, L−l
2

(B) = {< x,
k + K

2k
µB(x), νB(x) +

L− l

2
πB(x) >| x ∈ E}.

From

µA(x) +
k −K

2
πA(x) ≤ K +

k −K

2
· 1 =

k + K

2
≤ k + K

2k
µB(x)
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and

νB(x) +
L− l

2
πB(x) ≤ l +

L− l

2
· 1 =

L + l

2
≤ L + l

2L
νA(x)

It follows that Jα,β(A) ⊂ Hγ,δ(B). 2

Corollary 1. Let A, B be two essential IFSs, for which there are y, z ∈ E
such that µA(y) > 0 and µB(z) > 0. If C(A) ⊂ I(B), then there are real
numbers α, β, γ, δ ∈ [0, 1], such that J∗α,β(A) ⊂ H∗

γ,δ(B).

Proof. Similar to Theorem 1.

Theorem 2. Let A, B be two essential IFSs, for which there are y, z ∈ E such
that µA(y) > 0 and µB(z) > 0. If C(A) ⊂ I(B), then there are real numbers
α, β, γ, δ ∈ [0, 1] such that α + β ≤ 1 and Fα,β(A) ⊂ Hγ,δ(B) .

Proof. Let C(A) ⊂ I(B). Therefore,

0 < µA(y) ≤ max
x∈E

µA(x) = K ≤ k = min
x∈E

µB(x)

and
0 < µB(z) ≤ max

x∈E
νB(x) = l ≤ L = min

x∈E
νA(x).

Let

α =
k −K

2
, ∀β, 0 ≤ β ≤ 1− α, γ =

K + k

2k
, δ =

L− l

2
,

then

F k−K
2

,β(A) = {< x, µA(x) +
k −K

2
πA(x), νA(x) + β · πA(x) >| x ∈ E},

H k+K
2k

, L−l
2

(B) = {< x,
k + K

2k
µB(x), νB(x) +

L− l

2
πB(x) >| x ∈ E}.

From

µA(x) +
k −K

2
πA(x) ≤ K +

k −K

2
· 1 =

k + K

2
≤ k + K

2k
µB(x)

and

νB(x)+
L− l

2
πB(x) ≤ l+

L− l

2
·1 =

L + l

2
≤ L + l

2L
νA(x) ≤ νA(x) ≤ νA(x)+β·πA(x)

It follows that Fα,β(A) ⊂ Hγ,δ(B). 2

It is easily seen that with the same hypotheses, if β = 1−α, then Dα(A) ⊂
Hγ,δ(B).

Corollary 2. Let A, B be two essential IFSs, for which there are y, z ∈ E
such that µA(y) > 0 and µB(z) > 0. If C(A) ⊂ I(B), then there are real
numbers α, β, γ, δ ∈ [0, 1], such that α + β ≤ 1 and Jα,β(A) ⊂ Fγ,δ(B).
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Proof. Let

α =
k −K

2
, β =

L + l

2L
, δ =

L− l

2
, ∀γ, 0 ≤ γ ≤ 1− δ.

Then it is similar to Theorem 2.

It is easily seen that with the same hypotheses, if γ = 1−δ , then Jα,β(A) ⊂
Dδ(B).

Theorem 3. For every two IFSs A and B, C(A) ⊂ I(B), iff there exist two
real numbers α, β ∈ [0, 1], such that α + β ≤ 1 and Pα,β(A) = Qα,β(B).

It is noted that conclusion in paper [6] is α+β ≤ 1 and Pα,β(A) ⊂ Qα,β(B),
now we illuminate that the conclusion is α + β ≤ 1 and Pα,β(A) = Qα,β(B).

Proof. The necessity of the proof to the proposition is the same as paper [6].
Actually, we just need to construct α and β as any real numbers satisfying α ∈
[K, k] and β ∈ [l, L], respectively. We demonstrate that Pα,β(A) ⊂ Qα,β(B) is
Pα,β(A) = Qα,β(B) virtually.

Let there be α, β ∈ [0, 1] such that α + β ≤ 1 and let Pα,β(A) = Qα,β(B).
Then, (∀x ∈ E)

max(µA(x), α) = min(µB(x), α) (1)

and
min(νA(x), β) = max(νB(x), β) (2)

Therefore, (∀x ∈ E)
if α < µA(x), then max(µA(x), α) = µA(x).

Under the condition of α < µA(x), if α ≤ µB(x), then min(µB(x), α) =
α, which contradicts formula (1). On the other hand, if α > µB(x), then
min(µB(x), α) = µB(x), which contradicts (1), too. So we have α ≥ µA(x),
that is max(µA(x), α) = α.

Under the condition of α ≥ µA(x), if α > µB(x), then min(µB(x), α) =
µB(x), which contradicts formula (1). So α ≤ µB(x), that is min(µB(x), α) =
α. Based on the above analysis, it is seen that (1) is equivalent to µA(x) ≤
α ≤ µB(x), (∀x ∈ E).

By the same way, (2) is equivalent to νB(x) ≤ β ≤ νA(x), (∀x ∈ E).

Consequently, the conclusion of “ There be α, β ∈ [0, 1] such that α+β ≤ 1
and Pα,β(A) ⊂ Qα,β(B) ” is equivalent to α ∈ [K, k] and β ∈ [l, L] , which is
C(A) ⊂ I(B) equivalently. Therefore, the conclusion is there be α, β ∈ [0, 1]
such that α + β ≤ 1 and Pα,β(A) = Qα,β(B). 2
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On two IFSs A and B, the following (and other) operations are defined (See
Atanassov [1, 5]):

A ∩B = {< x, min(µA(x), µB(x)), max(νA(x), νB(x)) >| x ∈ E};
A ∪B = {< x, max(µA(x), µB(x)), min(νA(x), νB(x)) >| x ∈ E};
A + B = {< x, µA(x) + µB(x)− µA(x)µB(x), νA(x)νB(x) >| x ∈ E};
A ·B = {< x, µA(x)µB(x), νA(x) + νB(x)− νA(x)νB(x) >| x ∈ E};
A@B = {< x,

µA(x) + µB(x)

2
,
νA(x) + νB(x)

2
>| x ∈ E};

A$B = {< x,
√

µA(x)µB(x),
√

νA(x)νB(x) >| x ∈ E};

A#B = {< x,
2µA(x)µB(x)

µA(x) + µB(x)
,

2νA(x)νB(x)

νA(x) + νB(x)
>| x ∈ E};

for which we shall accept that if µA(x) = µB(x) = 0, then

µA(x)µB(x)

µA(x) + µB(x)
= 0

and if νA(x) = νB(x) = 0, then

νA(x)νB(x)

νA(x) + νB(x)
= 0.

Here we shall formulate some elementary, but non-standard equality be-
tween IFSs.

Theorem 4. For every two IFSs A and B, then

(1)(A@B)$(A#B) = A$B;

(2)(A + B) ∩ (A ·B) = A ·B, (A + B) ∪ (A ·B) = A + B;

(3)(A + B) ∩ (A@B) = A@B, (A + B) ∪ (A@B) = A + B;

(4)(A ·B) ∩ (A@B) = A ·B, (A ·B) ∪ (A@B) = A@B;

(5)(A + B) ∩ (A$B) = A$B, (A + B) ∪ (A$B) = A + B;

(6)(A ·B) ∩ (A$B) = A ·B, (A ·B) ∪ (A$B) = A$B;

(7)(A + B) ∩ (A#B) = A#B, (A + B) ∪ (A#B) = A + B;

(8)(A ·B) ∩ (A#B) = A ·B, (A ·B) ∪ (A#B) = A#B.

Proof.

(1) (A@B)$(A#B)

= {<, x,
µA(x) + µB(x)

2
,
νA(x) + νB(x)

2
>| x ∈ E}$

6
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{< x,
2µA(x)µB(x)

(µA(x) + µB(x)
,

2νA(x)νB(x)

νA(x) + νB(x)
>| x ∈ E}

= {< x,
√

µA(x)µB(x),
√

νA(x)νB(x) >| x ∈ E}
= A$B

(2) From

µA(x) + µB(x) ≥ 2
√

µA(x)µB(x) ≥ 2µA(x)µB(x)

µA(x) + µB(x)− µA(x)µB(x) ≥ µA(x)µB(x)

Similarly,

νA(x) + νB(x)− νA(x)νB(x) ≥ νA(x)νB(x)

It follows that

(A + B) ∩ (A ·B) = A ·B, (A + B) ∪ (A ·B) = A + B.

Proofs of (3) - (4) are similar to (2).

(5) From

µA(x) + µB(x)− µA(x)µB(x)−
√

µA(x)µB(x)

≥ 2
√

µA(x)µB(x)− µA(x)µB(x)−
√

µA(x)µB(x)

=
√

µA(x)µB(x)− µA(x)µB(x) ≥ 0

and √
νA(x)νB(x)− νA(x)νB(x) ≥ 0

It follows that (A + B) ∩ (A$B) = A$B, (A + B) ∪ (A$B) = A + B.

(6) Similar to (5).

(7) µA(x)+µB(x)−µA(x)µB(x)− 2µA(x)µB(x)

(µA(x) + µB(x)

=
(µA(x) + µB(x))2 − µA(x)µB(x)(µA(x) + µB(x))− 2µA(x)µB(x)

µA(x) + µB(x)

=
(µA(x))2 + 2µA(x)µB(x) + (µB(x))2 − (µA(x))2µB(x)− µA(x)(µB(x))2 − 2µA(x)µB(x)

µA(x) + µB(x)

=
(µA(x))2(1− µB(x)) + (µB(x))2(1− µA(x))

µA(x) + µB(x)
≥ 0;

2νA(x)νB(x)

νA(x) + νB(x)
−νA(x)νB(x)

=
νA(x)νB(x)[2− (νA(x) + νB(x))]

νA(x) + νB(x)
≥ 0.

(8) Similar to (7). 2
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