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1 Introduction 

A series of many generalized net models have been constructed so far, representing the way of 
the work and the optimization of different types of neural networks (NN). The first one 
presents NNs which are learned with teacher (supervised neural networks) [1, 6–9, 13, 15]. 

In the process of learning with teacher, a result has to be achieved, which is known in 
advance thus giving self-regulated direction to the neural network. The weight coefficients are 
accordingly changed to achieve a fixed by the ‘supervisor’ quantity. After its learning, the 
neural network passes a test – only entry signals are submitted, without the signal which must 
be obtained. The concrete exit values are received on the network’s exit. 

Some types of these NNs introduce the work of the feedforward NNs, that was described by 
GNs [6, 15]. The GN-models in [7–9] describe the ‘backpropagation’ learning algorithm for 
neural networks; the GN-model in [13] presents an accelerating learning of the ‘back-
propagation’ algorithm from [12]. 

The GN-models of the next type NNs, namely ‘self organizing map’ (SOM), were 
constructed in [5, 14]. The SOM is a subtype of the unsupervised artificial neural networks. It 
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is trained using unsupervised learning to produce low dimensional representation of the 
training samples, while preserving the topological properties of the input space. This makes 
SOM reasonable for visualizing low-dimensional views of high-dimensional data, akin to 
multidimensional scaling. In [14], the GN-model of the work of the SOM is presented, while 
the GN-model in [5] describes the optimization of the SOM with time-limits.  

The subsequent GN-model represents the work of another kind of unsupervised NNs, the 
Grossberg neural network, [17]. This NN uses a model based on the human visual system.  

The GN-model in [16] represents the work of the Learning Vector Quantization (LVQ). The 
LVQ network uses both unsupervised and supervised learning for each classification. In LVQ 
network, each neuron in first layer is assigned to a class, with several neurons often assigned to 
the same class. This type of neural network is different than other. It combines supervised and 
unsupervised NN. 

Here we present one generalized net model that describes hierarchical combining of six 
neural networks. In it we can choose different structure of the supervised neural networks. 

2 The generalized net model 
All definitions related to the concept of GNs are taken from [2–4, 10, 11]. The network, de-
scribing the work of the neural network learned by the ‘backpropagation’ algorithm, is shown on 
Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1: Generalized net model of the hierarchical neural networks 
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The below constructed GN-model is a reduced one. It does not have temporal components, 
the priorities of the transitions, places and tokens are equal, the place and arc capacities are 
equal to infinity. 

Initially, the following tokens enter in the generalized net: 
• in place l1  – σ-token with characteristic =σ

0x “Task for decision”; 

• in place l2 – β-token with characteristic =β
0x  “General restrictions for error, time”. 

Generalized net is presented by a set of transitions: 

А = {Z1, Z2, Z3,1, …, Z3,6, Z4,1, …, Z4,6, Z5, Z6}, 

where transitions describe the following processes: 
• Z1 – Process of decision for the type of neural network; 
• Z2 – Choice the different type of neural networks; 
• Z3,1 – Calculating the output of the neural network 1; 

… 
• Z3,6 – Calculating the output of the neural network 6; 
• Z4,1 – Calculating the backpropagation of the neural network 1; 

… 
• Z4,6 – Calculating the backpropagation of the neural network 6; 
• Z5 – Check for existing of a decision; 
• Z6 – Return to the next iteration. 

Let the place l5 have higher priority than places l4,1, …, l4,6. 
The first transition has the following form: 

Z1 = 〈{l1, l2, l5, l11}, {l3, l4,1, ..., l4,6, l5}, R1, ∨(l1, l2, l5, l11)〉, 
where: 

,

...

...

...

...

...

11

6,4,51,4,55

2

1

56,41,43
1

FalseFalseFalseTruel
TrueWWFalsel
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llll
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, 

and the predicates in the index matrix have the following meaning: 
• W5,4,1= “The current characteristic of the token in l3 shows that the neural network 1 

will be used”. 
… 

• W5,4,6= “The current characteristic of the token in l3 shows that the neural network 6 
will be used”. 

The token that enters in place l3 obtain characteristic  
=θ

cux  “Task for decision”. 
The current characteristic of the token in l3 shows that the neural network 1 will be used. 

The tokens that enter places l4,1, … l4,6, obtain respectively the characteristics: 

"t,Е"xcu =α1
, ..., "t,Е"xcu =α6

, 
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where E is the maximal mean square error of the learning and t is the maximal time for the 
work of the neural network. 

The second transition has the form: 
Z2 = 〈{l3}, {l6,1,…, l6,6}, R2, ∨(l3)〉, 

where 

6,6,31,6,33

6,61,6
2 ...

...
WWl
ll

R = , 

and 
• W3,6,1 = “The task is sent for decision in neural network 1”; … 
• W3,6,6 = “The task is sent for decision in neural network 6”; 

The tokens that enter places l6,1, …, l6,6 do not obtain any new characteristics. 

Z3,1 = 〈l6,1, l7,2}, {l7,1, l7,2}, R3,1, ∨(l6,1, l7,2)〉, 
where 

,

1,7,2,72,7

1,6

2,71,7
1,3

TrueWl
TrueFalsel
ll

R =
 

and W7,2,7,1 = “The outputs of the neural network 1 are calculated”. 
The token that enters place l7,1 obtains characteristic “Values of the output of the neural 

network 1”.  
The interim transitions from Z3,2 Z3,5 are formed by analogy. Finally, 

Z3,6 = 〈l6,6, l7,12}, {l7,11, l7,12}, R3,6, ∨(l6,6, l7,12)〉, 
where 

,

11,7,12,712,7

6,6

12,711,7
6,3

TrueWl
TrueFalsel
ll

R =
 

and W7,12,7,11= “The outputs of the neural network 6 are calculated”. 
The token that enters place l7,11 obtains characteristic “values of the output of the neural 

network 6”. 

Z4,1 = 〈l7,1, l4,1, l8,2}, {l8,1, l8,2}, R4,1, ∨(l7,1, ∧(l4,1, l8,2))〉, 
where 

,

2,8,2,81,8,2,82,8

1,4

1,7
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1,4

WWl
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and 
• W8,2,8,1= “(e1 < E & T1 < t) or T1 > t” ; 
• W8,2,8,2= ¬W8,2,8,1 

where  
• e1 – “Mean square error for the current learning of the neural network 1”; 
• T1 – “Time for the current learning of the neural network 1”. 
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If e1 < E & T1 < t, the token that enters place l8,1 obtains characteristic “There is a decision of 
the neural network 1”. If T1 > t, the token that enters place l8,1 obtains characteristic “There is 
no decision of the neural network 1”. 

The interim transitions from Z4,2 to Z4,5 are formed by analogy. Finally, 

Z4,6 = 〈{l7,11, l4,6, l8,12}, {l8,11, l8,12}, R4,6, ∨(l7,11, ∧(l4,6, l8,12))〉, 
where 

,

12,8,12,811,8,12,812,8

6,4

11,7

12,811,8
6,4

WWl
TrueFalsel
TrueFalsel
ll

R =
 

and 
• W8,12,8,11= “(e6 < E & T6 < t) or T6 > t”; 
• W8,12,8,11= ¬W8,12,8,12 

where 
• e6 – “Mean square error for the current learning of the neural network 6”; 
• T6 – “Time for the current learning of the neural network 6. 

If e6 < E & T6 < t, the token that enters place l8,11 obtains characteristic “There is a decision 
of the neural network 6”. 

If T6 > t, the token that enters place l8,11 obtains characteristic “There is not a decision of the 
neural network 6”. 

The next transition has the form: 

Z5 = 〈{l8,1, l8,3, …, l8,11}, {l9, l10}, R5, ∨(l8,1, l8,3,…, l8,11)〉, 
where 

,
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and 
• W8,2i – 1,9 = “Last characteristic of the current token is that there is a decision of the 

neural network i, i ∈ {1, 2, …, 6}”; 
• W8,2i,10 = ¬W8,2i – 1,9 

The tokens do not obtain any characteristic in the output places. 
The final transition in the generalized net has the form: 

Z6 = 〈{l9, l13}, {l11, l12, l13}, R6, ∨(l9, l13)〉, 
where 

,

12,1311,1313

9

131211
6

FalseWWl
TrueFalseFalsel
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and 
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• W13,11 = “There is no token in places l8,1,… l8,12, and l9”; 
• W13,12 = ¬W13,11 

The token that enters place l13 obtains characteristic “the best results among the worst 
results of the tokens, entering place l13 in the current iteration”, while the tokens in places l11 
and l12 do not obtain any new characteristics. 

Conclusion 

Here we constructed a Generalized Net that represents six neural networks using the 
‘backpropagation’ algorithm, which is the classical one in cases of supervised learning. The 
choice of the networks is made on the basis of the network’s structure.  

When determining the degree of training, the time needed for the neural networks’ learning 
is taken into consideration, together with the mean squared error.  
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