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Abstract. In the paper we describe a generalized net Gacoa realiz-
ing an arbitrary algorithms for ant colony optimization. In this sense,
this net is universal for all standard algorithms for ant colony optimiza-
tion, since it describes the way of functioning and results of their work.
Then, we discuss the way of constructing a GN that includes the Gacoa
as a subnet. In this way, we ensure the generalized net tokens’ optimal
transfer with regard to the results of Gacoa, Thus, we construct a gen-
eralized net, featuring an optimization component and thus optimally
functioning.

1 Introduction

Generalized nets (GNs; see [1,3,5]) are an apparatus for modelling of parallel
and concurrent processes, developed as an extension of the concept of Petri nets
and some of their modifications. During the last 25 years it was shown that the
GNs can be used for constructing of universal tools, describing the functioning
and the result of the work of the other types of Petri nets, of the finite automata
and Turing machine, of expert systems and machine learning processes, data
bases and data warehouses, etc. (see, e.g. [2,4,6,11]).

In a series of papers by some of the authors, it was shown that the GNs can
represent the functioning and the result of the work of different Ant Colony Op-
timization (ACO) algorithms (see, e.g. [7-9]). On the other hand, in [1] it was
shown that we can construct special types of GNs, featuring an optimization
component. By optimization component we will understand a subnet of a given
generalized net, which describes a particular optimization problem and whose



results from functioning can be used in the main net with the purpose of opti-
mizing its behaviour. So far, such optimization components have been defined
for the Transportational Problem and the Travelling Salesman Problem [1, ?].

Here, for the first time it will be proposed an optimization problem, realizing
the ACO-algorithm. This component guarantees that the GN functions optimally
with respect of the results from the ACO-algorithm performance.

2 Short remarks on GNs
Formally, every GN-transition is described by a seven-tuple:

Z = <LI,LN7t1,t27T7M7 D>a

where:

(a) L' and L" are finite, non-empty sets of places (the transition’s input places
(inputs) and output places (outputs), respectively).

(b) t;1 is the current time-moment of the transition’s firing;

(c) to is the current value of the duration of its active state;

(d) 7 is the transition’s condition determining which tokens will pass (or trans-
fer) from the transition’s inputs to its outputs; it has the form of an Index Matriz
(IM; see [1, 3]):
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r;,; is the predicate which corresponds to the i-th input and j-th output places.

When its truth value is “true”, a token from i-th input place can be transferred

to j-th output place; otherwise, this is not possible;

(e) M is an IM of the capacities of transition’s arcs, its elements being natural

numbers corresponding to the number of tokens that may transfer through the

transition at a time (see [5]);

(f) O is an object having a form similar to a Boolean expression. It may contain
as variables the symbols which serve as labels for transition’s input places, and
is an expression built up from variables and the Boolean connectives A and V.
When the value of a type (calculated as a Boolean expression) is “true”, the
transition can become active, otherwise it cannot.

The ordered four-tuple

E= <<A77TA77TL305 f’ 91702>7 <K7 7TK79K>a <T> tovt*>7 <X7 ¢7 b>>

is called a Generalized Net (GN) if:
(a) A is a set of transitions;



(b) 74 is a function giving the priorities of the transitions, i.e., 74 : A — N,
where N ={0,1,2,...} U{oco};

(c) 7, is a function giving the priorities of the places, i.e., 7y, : L — N, where
L =priAUprs A, and pr; X is the i-th projection of the n-dimensional set, where
n€ N,n>1and 1<k <n (obviously, L is the set of all GN-places);

(d) ¢ is a function giving the capacities of the places, i.e., ¢: L — N;

(e) f is a function which calculates the truth values of the predicates of the
transition’s conditions (for the GN described here let the function f have the
value “false” or “true”, i.e., a value from the set {0,1};

(f) 61 is a function giving the next time-moment when a given transition Z can
be activated, i.e., 01(t) = t’, where prsZ = t,t' € [T, T+t*] and ¢ < t'. The value
of this function is calculated at the moment when the transition terminates its
functioning;

(g) 07 is a function giving the duration of the active state of a given transition
Z,i. e, 02(t) = t', where pryZ =t € [T,T + ¢*] and ¢’ > 0. The value of this
function is calculated at the moment when the transition starts functioning;
(h) K is the set of the GN’s tokens;

(i) mx is a function giving the priorities of the tokens, i.e., 7 : K — N;

(J) 0k is a function giving the time-moment when a given token can enter the
net, i.e., k() =t, where « € K and t € [T,T + t*];

(k) T is the time-moment when the GN starts functioning. This moment is
determined with respect to a fixed (global) time-scale;

(1) t° is an elementary time-step, related to the fixed (global) time-scale;

(m) t* is the duration of the GN functioning;

(n) X is the set of all initial characteristics the tokens can receive when they
enter the net;

(o) @ is a characteristic function which assigns new characteristics to every token
when it makes a transfer from an input to an output place of a given transition;
(p) b is a function giving the maximum number of characteristics a particular
token can receive, i.e., b: K — N.

When the GN has only a part of the above components, it is called reduced
GN. Below we shall use a reduced GN without the temporal components char-
acterising the net or the transition, without tokens’, places’ and transitions’
priorities, as well as without arcs’ and places’ capacities.

In [1, 3] different operations, relations and operators are defined over GNs.
One of them, namely U, can merge two given GN-models.

3 A GN universal for the ACO-algorithms

Following [7], we shall construct the GN that is universal for the ACO-algorithms.
This GN will describe how a set of n artificial ants move along the ACO-
algorithm graph and let this graph consist of m vertices and k arcs. Let us
assume that any quantity of pheromone left in the graph is known in advance.
Let us denote the so described GN by G gscoa. It has 3 transitions, 16 places
(see Fig. 1) and four types («, 3,7 and ) of tokens. The « token is designed



to contain information about the ants’ location within the graph. The § token
obtains the values of the number of vertices (m) and the number of arcs (k).
The ~ token contains the structure of the graph, i.e. a matrix of incidence, while
the € token contains the information about the vertices/arcs where pheromone
has been laid by the ants, and the quantities of this pheromone. All these tokens
enter the input places of the GN with certain initial characteristics, that are
explained below.

Token « enters place [y with the initial characteristic “The n-dimensional
vector with elements being the ants’ locations within the graph”.

The [ token enters place l5 with the initial characteristic

“(m~dimensional vector with elements — the graph vertices

or [-dimensional vector with elements — the graph arcs;
objective function)”,

where m is the number of the nods of the graph of the problem and [ is the
number of the arcs of the graph; l1; — with the initial characteristic

“the graph structure with m vertices and [ arcs”;
l12 — with the initial characteristic

“initial data for the places and quantities of the pheromones”.

™) ]

Fig. 1. GN net model for ACO

Zy =<A{l, 1o, 14, 15,16}, {3, 14},



I3 ly

11| true false
lo| false true
ly|false true
I5| true false
lg| true false

Token «, occupying either place [, or place 5, or place lg enters place l3 with
a characteristic “Vector of current transition function results (¢1.cus P2,cus - Prcu) s
while token e remains looping in place l4 obtaining the characteristic

“new m-dimensional vector with elements — the graph vertices,

or new [-dimensional vector with elements — the graph arcs”.

Zy =<A{l3,lio}, {ls,1l6, 17,18, 19, 1o},

‘ l5 16 l7 ls 19 llO
I3 |W3as Wsze Waztrue Wig Wizi19 >,
lio|false false true true Wig,9 Wio,10

where

W35 = “The current iteration has not finished”,

Ws e =Wz 10=-"Wss5V Wiy,

Wio,7 = “The current best solution is worse than the global best solution”,
Wio,9 =“Truth-value of expression C; V Cy V Cj is true”,

Wi0,10 = “Wio,9,

where C1, Cy and C5 are the following end-conditions:

o (1 — “Computational time (maximal number of iterations) is achieved”,

e (5 — “Number of iterations without improving the result is achieved”,

e (5 — “If the upper/lower bound is known, then the current results are close
(e.g., less than 5%) to the bound”.

Token « from place I3 enters place l5 with a characteristic

“<Sl,cua SZ,cu; ey Sn,cu>”a

where S; ., is the current partial solution for the current iteration, made by the
i-th ant (1 <i < n).
If W36 = true, then token « splits to three tokens a, o and o”.

e Token « enters place lg with a current characteristic “New n-dimensional
vector with elements being the new ants’ locations”.

e Token o' enters place lg with the last o’s characteristic (before the splitting).

e Token o’ enters place l1g with a current characteristic being the pair “(The
best solution for the current iteration; its number)”.



When Wig.9 = true token o’ can enter place lg where it obtains the characteristic
“The best achieved result”.

In place 7 one of both tokens from place l1g enters, which has worse; the
worse values as a current characteristic, while in place l1g9 the token, containing
the best values as a current characteristic, is preserved to keep looping.

Zs =< {lg,l11,l12, 113, lie }, {113, lia, l15, L6},

li3 l14 lis li6

ls | false false false true
l11| true false false false
l1o| false false false true
113|Wi3,13 Wis,14 false false
lig| false false Wig 15 Wie 16

i

where
Wis 14 = Wig 15 =“truth-value of expression C; V Cy V Cj is true”,
Wis,13 = Wiei6 = "Wis 14

Tokens « from place 17 and 8 from place l15 with above mentioned charac-
teristics enter, respectively, places l13 and l1¢ without any characteristic.

Token « from place lg enters place l16 and unites with token § (the new token
is again () with characteristic “Value of the pheromone updating function with
respect of the values of the objective function”.

Tokens 5 and ~ enter, respectively, places l14 and l;5 without any character-
istics.

4 GNs with optimization component G oscoa

Based on the definition of the concept of a GN, we shall construct a new type
of GNs — GNs with optimization components (GNOC).

The tokens in GN-transitions transfer in the GN by the algorithms discussed
in [1,3]. These algorithms are based on the checking of the truth-values of the
transition condition predicates.

Let E be an arbitrary GN and let us desire to control its tokens transfer
optimally on the base of solutions obtained by the ACO-algorithm. Now, we
can unite (by operation U between two GNs, mentioned above) the GNs E and
Gacoa and in the new GN we can organize the optimal way for tokens transfer.

According to the algorithm for tokens transfer from [3], this transfer is real-
ized at every time-moment of the functioning of the given GN in the frames of
one active transition - the so called “abstract transition”, which is a union of all
active GN-transitions at this moment.

By this reason, we can describe the functioning of only one GN-transition,
and, in particular, the abstract transition.

Let the transition Z from E be given. Each of its input places (in the terms
of the ACO-algorithm) will correspond to an input vertex of the graph. Let us
determine all GN-tokens in the inputs of Z. Their number will be the initial



characteristic of token « from G acoa (in the form of input vertices of the given
graph). The information about the places that contain these tokens will be given
as an initial characteristic of token S of the same GN. The information about
the graph can be inserted in the GN G 4cpa before the beginning of the process
and it will be kept during the whole simulation.

Having in mind the characteristic functions of the output places of Z, we can
determine those of the vertices of the same graph that exhibit sufficiently high
weights.

Each token from the Z-inputs will correspond to an ant that has to search
for a path to the vertex with the maximal weight.

The GN-transition components t1,ts and M are not necessary (for example,

we can assume that the values of t; are sequential natural numbers, to5 = 1
and the elements of M are equal to co). The transition type has the form of
disjunction.

On the basis of the above determined characteristics for the tokens of Gaco4,
these tokens go through the GN and in a result determine the trajectories of the
separate ants (and therefore tokens from Z) from input vertices of the graph
to its vertices with higest weights (that correspond respective to the input and
output places of Z). So, using the solutions from G4coa we can determine the
way of transfer of the tokens from input to output places of Z.

This procedure can be used for control of each one of the transitions of GN
E. In this case, in Gacoa we will put respective number of a- and S-tokens, so
that their number will correspond to the number of the transitions in FE.

5 Conclusion

The described procedure is universal in nature. It is applicable to each one
GN. In [1] a GN was described and this net has an optimization component
solving a transportational problem. The present model is the second one, but
in future similar models can be constructed for other optimization procedures,
e.g., traveling salesman problems, knapsak-problem and others.

The herewith proposed procedure can find various applications, for instance
in emergency medicine. Following the ideas proposed in [10,12] it is possible
to construct generalized net models of the organization and management of
emergency medicine, and using ant colony optimization component to search for
optimality in the decision making processes.
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